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  Professor of Electrical and Computer Engineering at Iowa State University 


  Brief Biography
 Joseph A. Zambreno has been with the Department of Electrical and Computer Engineering at Iowa State University since 2006, where he currently holds the Ross Martin Mehl and Marylyne Munas Mehl Professorship in Computer Engineering. He also serves as the Director of Undergraduate Education for the department and heads the Reconfigurable Computing Lab (RCL). From 2018 to 2023 he served as the Associate Chair for the department. Prior to joining ISU he was at Northwestern University in Evanston, IL, where he graduated with his Ph.D. degree in Electrical and Computer Engineering in 2006, his M.S. degree in Electrical and Computer Engineering in 2002, and his B.S. degree summa cum laude in Computer Engineering in 2001. While at Northwestern University, Dr. Zambreno was a recipient of a National Science Foundation (NSF) Graduate Research Fellowship, the Northwestern University Graduate School Fellowship, the Walter P. Murphy Fellowship, and the EECS department Best Dissertation Award for his Ph.D. dissertation titled “Compiler and Architectural Approaches to Software Protection and Security.” He is a recent recipient of the NSF CAREER award (2012), as well as the ISU award for Early Achievement in Teaching (2012), the College of Engineering Outstanding Achievement in Teaching Award (2019), and the ECpE department’s Warren B. Boast undergraduate teaching award (2009, 2011, 2016).
 Research Interests
 Computer architecture, compilers, embedded systems, and hardware/software co-design, with a separate focus on run-time reconfigurable architectures and compiler techniques for software protection. More generally, I am interested in application acceleration, including the design and implementation of optimized FPGA architectures, GPU systems, and other embedded platforms for various real-world domains such as cryptography, image and video processing, and machine learning.
 
 Recent News
   	Aug 1, 2023	 Currently registered for ENGR 160 and considering a specialization in software, computer, or cyber security engineering, or just want to get better at programming? Check our CprE 161 - a new, asychronously online, second-half semester class that provides substantial programming practice for engineering students. 
	Jul 15, 2023	 This upcoming semester I will be teaching EE 285 again. For a preview of what to expect, you can review last fall’s video lectures on Youtube. 
	Apr 21, 2023	 Another successful semester for the non-thesis M.S. students in my CprE / EE 599 - Creative Component course. Congratulations Rajesh, Pawan, and Cheyenne! 
	Nov 23, 2022	 Congratulations to Matt Dwyer, Ben Welte, and Cristian George on their recent successful M.S. thesis defenses! Post-graduation, Matt will working as a GPU Architect at NVIDIA in Austin, TX, Ben will working as an R&D Engineer at Vermeer here in Ames, and Cristian will be working as a Hardware Verification Engineer at IBM. 

 
 
 Selected Recent Publications
  	  BerZam23A
  Efficient Unmanned Aerial Systems Navigation With Collision Avoidance in Dense Urban Environments
  Joshua Bertram, Joseph Zambreno, and Peng Wei
  IEEE Transactions on Intelligent Transportation Systems (T-ITS), Aug 2023 
  
  Abs Bib PDF 
    
  Unmanned Aerial Systems (UAS) are an emerging type of airborne traffic under active research expected to carry cargo and passengers in the future over dense population centers. One challenge is identifying algorithms which can compactly represent and navigate the available airspace while avoiding conflict with buildings and other UAS. In this paper, we explore a decentralized method coupling a medial axis graph for global navigation through the city with local collision avoidance of buildings and other UAS to obtain collision-free efficient navigation through an urban environment. We study trade-offs of using Optimal Reciprocal Collision Avoidance (ORCA), Rapidly-exploring Random Trees (RRT and RRT*), and Fast Markov Decision Process (FastMDP) as the collision avoidance algorithms. We examine low-altitude UAS navigating through a portion of New York City dense with skyscrapers to study the effectiveness of the algorithms in a challenging environment. We show that ORCA, RRT, RRT*, and FastMDP all are fairly efficient for 2D problems, but as the problem becomes more realistic (3D, constrained motion, aware of other UAS), FastMDP provides the best overall performance among the four algorithms studied.
 
  @article{BerZam23A,
  title = {Efficient Unmanned Aerial Systems Navigation With Collision Avoidance in Dense Urban Environments},
  journal = {IEEE Transactions on Intelligent Transportation Systems (T-ITS)},
  volume = {24},
  issue = {8},
  year = {2023},
  month = aug,
  author = {Bertram, Joshua and Zambreno, Joseph and Wei, Peng},
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	  EzeOlu20A
  Reverse Engineering Controller Area Network Messages using Unsupervised Machine Learning
  Uchenna Ezeobi, Habeeb Olufowobi, Clinton Young, Joseph Zambreno, and Gedare Bloom
  IEEE Consumer Electronics Magazine, Jan 2022 
  
  Abs Bib PDF 
    
  The smart city landscape is rife with opportunities for mobility and economic optimization, but also presents many security concerns spanning the range of components and systems in the smart ecosystem. One key enabler for this ecosystem is smart transportation and transit, which is foundationally built upon connected vehicles. Ensuring vehicular security, while necessary to guarantee passenger and pedestrian safety, is itself challenging due to the broad attack surfaces of modern automotive systems. A single car contains dozens to hundreds of small embedded computing devices known as electronic control units (ECUs) executing 100s of millions of lines of code; the inherent complexity of this tightly-integrated cyber-physical system (CPS) is one of the key problems that frustrates effective security. We describe an approach to help reduce the complexity of security analyses by leveraging unsupervised machine learning to learn clusters of messages passed between ECUs that correlate with changes in the CPS state of a vehicle as it moves through the world. Our approach can help to improve the security of vehicles in a smart city, and can leverage smart city infrastructure to further enrich and refine the quality of the machine learning output.
 
  @article{EzeOlu20A,
  title = {Reverse Engineering Controller Area Network Messages using Unsupervised Machine Learning},
  journal = {IEEE Consumer Electronics Magazine},
  volume = {11},
  year = {2022},
  month = jan,
  author = {Ezeobi, Uchenna and Olufowobi, Habeeb and Young, Clinton and Zambreno, Joseph and Bloom, Gedare},
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	  QasDen20A
  Benchmarking Vision Kernels and Neural Network Inference Accelerators on Embedded Platforms
  Murad Qasaimeh, Kristof Denolf, Alireza Khodamoradi, Michaela Blott, Jack Lo, Lisa Halder, Kees Vissers, Joseph Zambreno, and Phillip Jones
  Journal of Systems Architecture, Feb 2021 
  
  Abs Bib PDF 
    
  Developing efficient embedded vision applications requires exploring various algorithmic optimization trade-offs and a broad spectrum of hardware architecture choices. This makes navigating the solution space and finding the design points with optimal performance trade-offs a challenge for developers. To help provide a fair baseline comparison, we conducted comprehensive benchmarks of accuracy, run-time, and energy efficiency of a wide range of vision kernels and neural networks on multiple embedded platforms: ARM57 CPU, Nvidia Jetson TX2 GPU and Xilinx ZCU102 FPGA. Each platform utilizes their optimized libraries for vision kernels (OpenCV, VisionWorks and xfOpenCV) and neural networks (OpenCV DNN, TensorRT and Xilinx DPU). For vision kernels, our results show that the GPU achieves an energy/frame reduction ratio of 1.1–3.2x compared to the others for simple kernels. However, for more complicated kernels and complete vision pipelines, the FPGA outperforms the others with energy/frame reduction ratios of 1.2–22.3x. For neural networks [Inception-v2 and ResNet-50, ResNet-18, Mobilenet-v2 and SqueezeNet], it shows that the FPGA achieves a speed up of [2.5, 2.1, 2.6, 2.9 and 2.5]x and an EDP reduction ratio of [1.5, 1.1, 1.4, 2.4 and 1.7]x compared to the GPU FP16 implementations, respectively.
 
  @article{QasDen20A,
  title = {Benchmarking Vision Kernels and Neural Network Inference Accelerators on Embedded Platforms},
  journal = {Journal of Systems Architecture},
  volume = {113},
  year = {2021},
  month = feb,
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	  SahDuw20A
  CyNAPSE: A Low-power Reconfigurable Neural Inference Accelerator for Spiking Neural Networks
  Saunak Saha, Henry Duwe, and Joseph Zambreno 
  Journal of Signal Processing Systems, Feb 2020 
  
  Abs Bib PDF 
    
  While neural network models keep scaling in depth and computational requirements, biologically accurate models are becoming more interesting for low-cost inference. Coupled with the need to bring more computation to the edge in resource-constrained embedded and IoT devices, specialized ultra-low power accelerators for spiking neural networks are being developed. Having a large variance in the models employed in these networks, these accelerators need to be flexible, user-configurable, performant and energy efficient. In this paper, we describe CyNAPSE, a fully digital accelerator designed to emulate neural dynamics of diverse spiking networks. Since the use case of our implementation is primarily concerned with energy efficiency, we take a closer look at the factors that could improve its energy consumption. We observe that while majority of its dynamic power consumption can be credited to memory traffic, its on-chip components suffer greatly from static leakage. Given that the event-driven spike processing algorithm is naturally memory-intensive and has a large number of idle processing elements, it makes sense to tackle each of these problems towards a more efficient hardware implementation. With a diverse set of network benchmarks, we incorporate a detailed study of memory patterns that ultimately informs our choice of an application-specific network-adaptive memory management strategy to reduce dynamic power consumption of the chip. Subsequently, we also propose and evaluate a leakage mitigation strategy for runtime control of idle power. Using both the RTL implementation and a software simulation of CyNAPSE, we measure the relative benefits of these undertakings. Results show that our adaptive memory management policy results in up to 22% more reduction in dynamic power consumption.
 
  @article{SahDuw20A,
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  journal = {Journal of Signal Processing Systems},
  volume = {92},
  year = {2020},
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	  GriDav18A
  ARMOR: A Recompilation and Instrumentation-free Monitoring Architecture for Detecting Memory Exploits
  Alex Grieve, Michael Davies, Phillip Jones, and Joseph Zambreno 
  IEEE Transactions on Computers (TC), Feb 2018 
  
  Abs Bib PDF 
    
  Software written in programming languages that permit manual memory management, such as C and C++, are often littered with exploitable memory errors. These memory bugs enable attackers to leak sensitive information, hijack program control flow, or otherwise compromise the system and are a critical concern for computer security. Many runtime monitoring and protection approaches have been proposed to detect memory errors in C and C++ applications, however, they require source code recompilation or binary instrumentation, creating compatibility challenges for applications using proprietary or closed source code, libraries, or plug-ins. This paper introduces a new approach for detecting heap memory errors that does not require applications to be recompiled or instrumented. We show how to leverage the calling convention of a processor to track all dynamic memory allocations made by an application during runtime. We also present a transparent tracking and caching architecture to efficiently verify program heap memory accesses. Performance simulations of our architecture using SPEC benchmarks and real-world application workloads show our architecture achieves hit rates over 95% for a 256-entry cache, resulting in only 2.9% runtime overhead. Security analysis using a software prototype shows our architecture detects 98% of heap memory errors from selected test cases in the Juliet Test Suite and real-world exploits.
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}
 
 
 
 

 
        
  
 
  
 
   © Copyright 2023 Joseph Zambreno, Iowa State University. All rights reserved. | Powered by Jekyll with al-folio theme. | Last updated: August 02, 2023. 
                    